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##Loading Data and packages

getwd()

## [1] "C:/Users/sudhakar/Downloads"

UniversalBankData<- data.frame(read.csv("C:/Users/sudhakar/Downloads/UniversalBank (1).csv"))  
str(UniversalBankData)

## 'data.frame': 5000 obs. of 14 variables:  
## $ ID : int 1 2 3 4 5 6 7 8 9 10 ...  
## $ Age : int 25 45 39 35 35 37 53 50 35 34 ...  
## $ Experience : int 1 19 15 9 8 13 27 24 10 9 ...  
## $ Income : int 49 34 11 100 45 29 72 22 81 180 ...  
## $ ZIP.Code : int 91107 90089 94720 94112 91330 92121 91711 93943 90089 93023 ...  
## $ Family : int 4 3 1 1 4 4 2 1 3 1 ...  
## $ CCAvg : num 1.6 1.5 1 2.7 1 0.4 1.5 0.3 0.6 8.9 ...  
## $ Education : int 1 1 1 2 2 2 2 3 2 3 ...  
## $ Mortgage : int 0 0 0 0 0 155 0 0 104 0 ...  
## $ Personal.Loan : int 0 0 0 0 0 0 0 0 0 1 ...  
## $ Securities.Account: int 1 1 0 0 0 0 0 0 0 0 ...  
## $ CD.Account : int 0 0 0 0 0 0 0 0 0 0 ...  
## $ Online : int 0 0 0 0 0 1 1 0 1 0 ...  
## $ CreditCard : int 0 0 0 0 1 0 0 1 0 0 ...

library("ISLR")  
library("caret")

## Loading required package: ggplot2

## Loading required package: lattice

library("class")  
library("ggplot2")  
library("gmodels")

##Data Cleaning

UniversalBankData<- UniversalBankData[,c(-1,-5)]  
head(UniversalBankData, n=5)

## Age Experience Income Family CCAvg Education Mortgage Personal.Loan  
## 1 25 1 49 4 1.6 1 0 0  
## 2 45 19 34 3 1.5 1 0 0  
## 3 39 15 11 1 1.0 1 0 0  
## 4 35 9 100 1 2.7 2 0 0  
## 5 35 8 45 4 1.0 2 0 0  
## Securities.Account CD.Account Online CreditCard  
## 1 1 0 0 0  
## 2 1 0 0 0  
## 3 0 0 0 0  
## 4 0 0 0 0  
## 5 0 0 0 1

test.na <- is.na.data.frame("universalbankdata")  
  
##Converting data types of attributes  
UniversalBankData$Education <- as.character(UniversalBankData$Education)  
is.character(UniversalBankData$Education)

## [1] TRUE

UniversalBankData$Personal.Loan <- as.factor(UniversalBankData$Personal.Loan)  
is.factor(UniversalBankData$Personal.Loan)

## [1] TRUE

##Dummying Variables  
DummyVariables <- dummyVars(~Education, UniversalBankData)  
head(predict(DummyVariables, UniversalBankData))

## Education1 Education2 Education3  
## 1 1 0 0  
## 2 1 0 0  
## 3 1 0 0  
## 4 0 1 0  
## 5 0 1 0  
## 6 0 1 0

data2 <- predict(DummyVariables,UniversalBankData)  
  
##Combining Data  
data3 <- UniversalBankData[,-6]  
data4 <- cbind(data3,data2)  
colnames(data4)

## [1] "Age" "Experience" "Income"   
## [4] "Family" "CCAvg" "Mortgage"   
## [7] "Personal.Loan" "Securities.Account" "CD.Account"   
## [10] "Online" "CreditCard" "Education1"   
## [13] "Education2" "Education3"

##Data Partition and Normalization

set.seed(123)  
Data\_Part\_Train <- createDataPartition(data4$Personal.Loan, p=0.6, list=F)  
Train\_Data <- data4[Data\_Part\_Train,]  
Validation\_Data <- data4[-Data\_Part\_Train,]  
  
#Normalizing the training dataset  
Model\_Z\_Normalized <- preProcess(Train\_Data[,-c(7,12:14)], method=c("center","scale"))  
  
Normalized\_Data\_Train <- predict(Model\_Z\_Normalized, Train\_Data)  
  
Normalized\_Data\_Validation <- predict(Model\_Z\_Normalized, Validation\_Data)  
  
#summary(Normalized\_Data\_Train)  
#summary(Normalized\_Data\_Validation)

##Inserting a test set and normalizing it

test\_data <- cbind.data.frame(Age = 40,Experience = 10, Income = 84, Family = 2, CCAvg = 2, Mortgage = 0, Securities.Account = 0, CD.Account = 0, Online = 1, CreditCard = 1, Education1 = 0, Education2 = 1, Education3 = 0)  
  
Test\_Normalized <- predict(Model\_Z\_Normalized, test\_data)

#1. Running the knn model on the test dataset with k=1

Train\_Predictors <- Normalized\_Data\_Train[,-7]  
Validation\_Predictors <- Normalized\_Data\_Validation[,-7]  
  
Train\_Labels <- Normalized\_Data\_Train[,7]  
Validate\_Lables <- Normalized\_Data\_Validation[,7]  
  
Predicted\_K <- knn(Train\_Predictors, Test\_Normalized, cl=Train\_Labels, k=1)  
  
head(Predicted\_K)

## [1] 0  
## Levels: 0 1

When k=1 the customer is classified as 0 which indicates that the loan is not accepted. Since factor 1 is classified as loan acceptance and 0 is not accepted.

#2. Choice of k that balances between overfitting and ignoring the predictor information

set.seed(455)  
search\_grid <- expand.grid(k=c(1:30))  
#trtcontrol <- trainControl(method="repeatedcv")  
model <- train(Personal.Loan~Age+Experience+Income+Family+CCAvg+Mortgage+Securities.Account+CD.Account+Online+CreditCard+Education1+Education2+Education3, data=Normalized\_Data\_Train, method="knn", tuneGrid = search\_grid)  
model

## k-Nearest Neighbors   
##   
## 3000 samples  
## 13 predictor  
## 2 classes: '0', '1'   
##   
## No pre-processing  
## Resampling: Bootstrapped (25 reps)   
## Summary of sample sizes: 3000, 3000, 3000, 3000, 3000, 3000, ...   
## Resampling results across tuning parameters:  
##   
## k Accuracy Kappa   
## 1 0.9486329 0.6739443  
## 2 0.9405480 0.6118584  
## 3 0.9403636 0.5980966  
## 4 0.9392894 0.5855648  
## 5 0.9407990 0.5836956  
## 6 0.9408178 0.5747129  
## 7 0.9404153 0.5630616  
## 8 0.9398896 0.5554862  
## 9 0.9396189 0.5509399  
## 10 0.9380957 0.5331053  
## 11 0.9380233 0.5288976  
## 12 0.9369616 0.5198382  
## 13 0.9365720 0.5134500  
## 14 0.9360384 0.5068074  
## 15 0.9355341 0.4985038  
## 16 0.9356776 0.4971309  
## 17 0.9345174 0.4854181  
## 18 0.9341181 0.4822415  
## 19 0.9335817 0.4755456  
## 20 0.9338016 0.4741894  
## 21 0.9335631 0.4724520  
## 22 0.9323913 0.4612421  
## 23 0.9319614 0.4563577  
## 24 0.9317099 0.4537991  
## 25 0.9311729 0.4471843  
## 26 0.9314622 0.4503100  
## 27 0.9309886 0.4446960  
## 28 0.9304798 0.4385601  
## 29 0.9303716 0.4362160  
## 30 0.9297296 0.4283101  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final value used for the model was k = 1.

best\_k <- model$bestTune[[1]]  
best\_k

## [1] 1

The k value which balances between over fitting and ignoring the predictor information is k = 1.

#Plotting the model

plot(model)

![](data:image/png;base64,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)

#3. Confusion matrix being deployed over the validation data

pred\_training <- predict(model,Normalized\_Data\_Validation[,-7])  
confusionMatrix(pred\_training, Validate\_Lables)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1789 54  
## 1 19 138  
##   
## Accuracy : 0.9635   
## 95% CI : (0.9543, 0.9713)  
## No Information Rate : 0.904   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.7711   
##   
## Mcnemar's Test P-Value : 6.909e-05   
##   
## Sensitivity : 0.9895   
## Specificity : 0.7188   
## Pos Pred Value : 0.9707   
## Neg Pred Value : 0.8790   
## Prevalence : 0.9040   
## Detection Rate : 0.8945   
## Detection Prevalence : 0.9215   
## Balanced Accuracy : 0.8541   
##   
## 'Positive' Class : 0   
##

Miscalculations = 73, Accuracy = 0.9635, Sensitivity = 0.9895

#4. Running the test data with best k choosen above

test\_best\_k <- knn(Train\_Predictors, Test\_Normalized, cl=Train\_Labels, k=best\_k)  
head(test\_best\_k)

## [1] 0  
## Levels: 0 1

With the best k being choosen, the customer is classified as 0 which indicates that the loan is not accepted.

#5. Repartitioning the data into training(50%), validation(30%) and test(20%) and running the entire model with best k

set.seed(422)  
data\_part <- createDataPartition(data4$Personal.Loan, p=0.5, list = F)  
n\_train\_data <- data4[data\_part,]  
nd\_test\_data <- data4[-data\_part,]  
  
data\_part\_v <- createDataPartition(nd\_test\_data$Personal.Loan,p=0.6, list =F)  
n\_validate\_data <- nd\_test\_data[data\_part\_v,]  
n\_test\_data <- nd\_test\_data[-data\_part\_v,]  
  
#Normalization  
norm\_m <- preProcess(n\_train\_data[,-c(7,12:14)],method=c("center","scale"))  
  
train\_z <- predict(norm\_m, n\_train\_data)  
validate\_z <- predict(norm\_m, n\_validate\_data)  
test\_z <- predict(norm\_m, n\_test\_data)  
  
#Defining the predictors and labels  
n\_train\_predictor <- train\_z[,-7]  
n\_validate\_predictor <- validate\_z[,-7]  
n\_test\_predictor <- test\_z[,-7]  
  
n\_train\_labels <- train\_z[,7]  
n\_validate\_labels <- validate\_z[,7]  
n\_test\_labels <- test\_z[,7]  
  
#running the knn model over train dataset  
n\_model <- knn(n\_train\_predictor,n\_train\_predictor,cl=n\_train\_labels,k=best\_k)  
head(n\_model)

## [1] 0 0 0 0 0 0  
## Levels: 0 1

#running the knn model over validation dataset  
n\_model1 <- knn(n\_train\_predictor,n\_validate\_predictor,cl=n\_train\_labels,k=best\_k)  
head(n\_model1)

## [1] 0 0 0 0 1 0  
## Levels: 0 1

#running the knn model over test dataset  
n\_model2 <- knn(n\_train\_predictor,n\_test\_predictor,cl=n\_train\_labels,k=best\_k)  
head(n\_model2)

## [1] 0 0 1 0 0 0  
## Levels: 0 1

#Using CrossTable to compare the Test vs Training and Validation

confusionMatrix(n\_model,n\_train\_labels)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 2260 0  
## 1 0 240  
##   
## Accuracy : 1   
## 95% CI : (0.9985, 1)  
## No Information Rate : 0.904   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 1   
##   
## Mcnemar's Test P-Value : NA   
##   
## Sensitivity : 1.000   
## Specificity : 1.000   
## Pos Pred Value : 1.000   
## Neg Pred Value : 1.000   
## Prevalence : 0.904   
## Detection Rate : 0.904   
## Detection Prevalence : 0.904   
## Balanced Accuracy : 1.000   
##   
## 'Positive' Class : 0   
##

#Train\_Data - Miscalculations = 0 Accuracy = 1 Sensitivity = 1 #(This is because both the train and test datasets are same, model has already seen the data and hence it cannot predict anything wrong, which results in 100% Accuracy and 0 Miscalulations).

confusionMatrix(n\_model1,n\_validate\_labels)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1334 55  
## 1 22 89  
##   
## Accuracy : 0.9487   
## 95% CI : (0.9363, 0.9593)  
## No Information Rate : 0.904   
## P-Value [Acc > NIR] : 1.261e-10   
##   
## Kappa : 0.6705   
##   
## Mcnemar's Test P-Value : 0.0002656   
##   
## Sensitivity : 0.9838   
## Specificity : 0.6181   
## Pos Pred Value : 0.9604   
## Neg Pred Value : 0.8018   
## Prevalence : 0.9040   
## Detection Rate : 0.8893   
## Detection Prevalence : 0.9260   
## Balanced Accuracy : 0.8009   
##   
## 'Positive' Class : 0   
##

#Validation Data - Miscalculations = 22 + 55 = 77 Accuracy = 0.9487 Sensitivity = 0.9838

confusionMatrix(n\_model2,n\_test\_labels)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 891 26  
## 1 13 70  
##   
## Accuracy : 0.961   
## 95% CI : (0.9471, 0.9721)  
## No Information Rate : 0.904   
## P-Value [Acc > NIR] : 5.695e-12   
##   
## Kappa : 0.7608   
##   
## Mcnemar's Test P-Value : 0.05466   
##   
## Sensitivity : 0.9856   
## Specificity : 0.7292   
## Pos Pred Value : 0.9716   
## Neg Pred Value : 0.8434   
## Prevalence : 0.9040   
## Detection Rate : 0.8910   
## Detection Prevalence : 0.9170   
## Balanced Accuracy : 0.8574   
##   
## 'Positive' Class : 0   
##

#Test\_Data - Miscalculations = 39 Accuracy = 0.961 Sensitivity = 0.9856

#Interpretation: When comparing the test with that of training and validation, we shall exclude train from this consideration because a model will mostly result in 100% accuracy when it has the seen data.

Miscalculations: Validation - 77, Test - 39

Accuracy: Validation - 0.9487, Test - 0.961

Sensitivty: Validation - 0.9838, Test - 0.9856

We see that the Test data has fewer misalculations, greater accuracy and sensitivity when compared to that of the validation data, by this we can say that the model works well on the unseen data.